
MOTIVATION
● The visual relocalization problem is an essential component of many practical 

systems like autonomous  navigation, augmented reality, drone navigation.
● An independent source of location information is essential for safety and 

applicability in these areas.
● We propose to identify the location and camera pose of a scene from only its 

monocular image.

ANCHOR POINT BASED VISUAL RELOCALIZATION
● Recent deep neural network based approaches aim to directly regress the 

6-DOF relative to the real world coordinates.
● Humans generally identify their location relative to other locations or 

landmarks. Taking inspiration from this, we propose an end to end trainable 
model.

● We define certain landmarks as anchor points and predict relative distances 
from them.

DISCOVERING RELEVANT ANCHOR POINTS

RESULTS

Qualitative Results

● The first component of this loss function calculates the predicted probabilities of the 
anchor points from and nearest anchor point.

● The second component of the loss regresses the <X,Y> coordinates of the scene 
relative to all the anchor points and weighs them with the predicted probabilities for 
those anchor points.

● We treat these predicted probabilities as confidence scores.

● The 3rd and the 4th components are the regressors for the Z-coordinate and the 
pose.
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● The green triangle 
denotes the current scene 
for which the 6-DOF need 
to be predicted.

● The blue circles are the 
predefined anchor points.

● We formulate the solution 
as predicting the relative 
offsets for the current 
scene from each of the 
anchor points.

NETWORK ARCHITECTURE

Our architecture of a feature extractor which branches out into 3 heads:

Anchor point Classifier: Outputs the probabilities of belonging to each anchor 
point.

Relative Offset Regressor: Predicts the X,Y offsets of the current scene from 
each of the anchor points. [Groundtruth calculated as a pre-processing step]

Absolute Regressor: Predicts the Z coordinates and the 3 remaining coordinates 
for camera pose.

We propose a confidence based loss function which automatically discovers the 
most relevant anchor point which must be considered in order to minimize the error 
in prediction.

Cross 
entropy loss 
component

X,Y offsets from a scene 
weighted by confidence.
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Regressor
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Quantitative Results

● Our model performs better than the previously best performing variation of 
PoseNet on the Cambridge Landmarks and the 7 Scenes dataset.

● Performance improves when we allow the network to learn the most relevant 
anchor point by not enforcing the cross entropy from the nearest anchor point. 
[rightmost column]

Comparison with 
DenseNet feature 

extractor followed by  
simple regression 

acts as a control for 
our method. The 

improvement is not 
solely dependent on 
the quality of feature 

extractor.

Comparing performance vs FLOPs for different feature extractors. A trade-off is 
observed between the two parameters which is essential for deployment in a 

real-time system.

We vary the frame number for anchor point definition for every scene. Plotting this 
hyperparameter against accuracy and median distance error in localization helps 
us to finalize on an optimum value for it.

We contrast the 
nearest anchor point 
and the learned 
anchor point for an 
input query in the 
Cambridge 
Landmarks dataset 
and the 7 Scenes 
dataset.
In certain cases, a 
non occluded frame 
is learnt to be the 
reference anchor 
point, as seen [left] 
for the Old Hospital 
scene.
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