
MOTIVATION
● One-hot representation of classes assumes class independence which might 

not be the case.
● Classes have visual similarity and often form a hierarchy. Learning this 

hierarchy increases the ease of classification. 
● Learning a latent hierarchy explicitly in the neural network architecture, could 

also improve efficiency.

APPROACH
● We model hierarchy as a binary tree and map every leaf node to the prefix 

string given by the path in the tree from root to leaf.
● Deep Neural networks consists of a Feature Extractor followed by a 

Classifier Network which is Fully Connected.
● We replace the fully connected classifier with a latent hierarchy classifier 

which learns a latent hierarchy by means of a Class2Str network.
● To ensure that the Class to String mapping learnt is a one-one mapping, 

we also have a Str2Class network which inverts the mapping.
● Class2Str and Str2Class is replaced by the learnt static map from class to 

string during inference, increasing the efficiency.

LEARNING A LATENT HIERARCHY 
We propose a structured loss for training and learning a latent hierarchy. The 
loss function we use is as under:

RESULTS
98% parameter reduction for CIFAR 100 and 41% reduction for Imagenet 1K 
without loss in accuracy.

Qualitative Results

Latent Hierarchical Classifier: 
Classifier network which predicts the 
probability distribution of the strings 
(labels for our method).

Str2Class: Maps the probability distribution for every bit of the string back to the 
one-hot encoding in order to ensure one-to-one mapping.

Learnt strings with the highest length of the longest common prefix (for CIFAR) 
show that visually similar classes are close to each other in the learnt hierarchical 
tree.

Accuracy at every 
bit for the predicted 
string. The string 
length is a 
hyperparameter 
which has been 
varied.

Classification 
accuracy for using 
strings of different 
length for the 
prediction. For each 
dataset, we get an 
optimum length for 
representation.

● The first component of this loss calculates the cross entropy between the 
Class2Str and Str2Class outputs.

● The second component is the cross entropy between the predicted and the 
learnt probabilities of each bit of the string.

● The third component is for introducing bias in the learnt string probabilities and 
ensuring that they are close to 1 or 0.

● The final component acts as a regularization for the entire weight space.

Training to learn a multi-level hierarchy
This component ensures that a multi-level hierarchy is 
learn by penalizing misclassification at an earlier node of 
the tree more than the later nodes. The decay factor Ṍ < 1 
ensures this.

We construct a tree from 
the learnt string embedding 
to form a hierarchy. The 
learnt MNIST hierarchy 
shows classes like 3,8 and 
9 closer to each other.

Learnt hierarchy for CIFAR 10 shows that visually similar objects such as dog, deer 
and horse have a longer common prefix. Hence, this results in them being closer to 
each other in the leaves of the hierarchy tree.
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Class2Str: Takes the one-hot 
encoding of the class labels as input 
and maps it to a probability distribution 
for every bit of a string.

Only blue blocks used 
during inference.
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